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My research activities during the first year of Ph.D. dealt with the ap-
plication of Machine Learning (ML) and Deep Learning (DL) methods to
relevant bioinformatics problems, ranging from genomics to molecular biol-
ogy. My interest in these models, which are very suitable to analyze large
amount of biomedical data, allowed me to collaborate with many colleagues
of different backgrounds, such as molecular biologists, physicians and popu-
lation geneticists. In particular, I took part in three different projects, under
the supervision of Dr. G. G. Tartaglia [6].

The first one, published in the Alzheimer’s Dementia journal [1], aims
to highlight genomics profiles related to late onset Alzheimer’s disease. ML
models, together with the use of eXplainable Artificial Intelligence (XAI)
methods, are particularly suited for this task, since we can prioritize a list
of Single Nucleotide Variants (SNVs) without any prior assumptions about
their genetic contribution to the traits. Our pipeline is generalizable and
can also be used for the study of other diseases with genomic background
predisposition, which will be of interest for future works.

My interest in Genomics have lead me to work together with Dr. Claudia
Giambartolomei [4] who is specialized in identifying genetic variants that
are related to various traits and diseases through Genome-Wide Association
Studies (GWASs). We performed post-GWAS investigations with the use of
a pre-trained DL model, called Enformer [2] in order to understand if DL can
be used together with standard statistical approaches in order to prioritize
variants affecting RNA expression levels (gene expression quantitative trait
loci, eQTL) and protein quantitative trait loci, (pQTL). Specifically the
results from this first analysis will be used to corroborate the evidence of a
genetic effect of a SNV on the expression of a gene that has been prioritized
from causal models of 12,000 phenotypes measured in 650,000 individuals
as part of an effort from the Million Veteran Project Concosrtium [3].

The project to which I have mainly devoted my attention concerns the
development of a DL-based model for RNA-RNA interactions (RRIs) pre-
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diction. RRIs are important in many basic cellular activities including tran-
scription, RNA processing, localization, and translation [5]. By combining
embedded physico-chemical properties, such as secondary structure and hy-
drogen bonding our model aims to predict RRIs directly from the sequences.
To the best of our knowledge, this is the first work performing RRIs predic-
tion only on the basis of RNA sequence information alone.

The last two projects described above are still in progress; we expect to
submit the papers during the next academic year and I will be first author
in one of them.

The development of ML methods is revolutionizing computational biol-
ogy because of impressive results in terms of model accuracy and predictive
ability. However, most of these models are ”black-box”, while more in-
terpretable solutions are claimed by the research community, specially in
biological applications. XAI is a growing area of research that offers a solu-
tion for this problem. In August I took part in the XAISS summer school at
TU Delft, an initiative that deals with interpretability and explainability of
AI and machine learning models. It was an opportunity to update myself on
the state-of-the-art methods, as well as an opportunity to build links with
students and researchers who work in distinct but complementary fields to
mine in an international environment.

In parallel to my projects, I attended courses and passed exams related to
my study plan. The course An introduction to optimization over time and
its application to online machine learning and reinforcement learning, by
Prof. Gnecco, provided an introductory and comprehensive view of dynamic
optimization problems. Some of the presented methods can be in the future
used for analyzing biophysical systems (which will be also object of study in
the course Advanced Computational Physics), such as molecular dynamics
simulations.

The course Theory and Practice of Learning from Data, by Prof. Oneto,
provided an overview of some ML models with a particular focus on statistics
theorems. During the exam, which I successfully passed, we discussed how
these notions relate to my projects.

Another course that I have followed with great interest is Metodi di
Simulazione Applicati alla Fisica, by Prof. Ferrando and Prof. Parodi. The
course gave me a comprehensive overview of Monte Carlo simulations, which
are widely used for the analysis of physical systems. During the exam we
focused on a specific case study, i.e. the reticular gas system.

In conclusion, as computational biology research requires different but
complementary methodologies to be comprehensively studied, I strongly be-
lieve that the interdisciplinary training I have received this year will help
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me in a successful continuation of the Ph.D. program.
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